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Abstract This paper discusses the application of evolu-
tionary programming methods to the problem of analyzing
impedance spectroscopy results. The basic approach is a
“direct-problem” one, i.e., to find a time constant distribu-
tion function that would create similar impedance results as
the measured ones, within experimental error. Two com-
plementary methods have been applied and are discussed
here: Genetic Algorithm (GA) and Genetic Programming
(GP). A GA can be applied when a known (or desired)
model exists, whereas GP can be used to create new models
where the only a-priori knowledge is their smoothness and
their non-negativity. GP is tuned to prefer relatively non-
complex models through penalization of unnecessary
complexity.

Keywords Impedance spectroscopy . Evolutionary
programming . Genetic algorithm . Genetic programming

1 Introduction

1.1 Impedance spectroscopy

In recent years, there has been increasing interest in the
investigation of complex systems exhibiting a wide range
of relaxation time behavior [1]. Such systems can be found
in various areas of science and engineering, for example in
solid-state electrochemistry [2, 3], device manufacturing
[4], fuel cells [5], applied electrochemistry [1, 6, 7] and

corrosion phenomena [8–10]. While Impedance Spectros-
copy (IS) is a very sensitive technique, the data provided by
the experiment are hard to deal with. The main reason is
that it is an inverse problem in which: (a) the measured
signal contains noise; (b) the range of available frequencies
is finite; and (c) the number of data points is finite and the
measurements are discrete rather than continuous. Since
there are an infinite number of models that can fit the data,
the identification of “the best” model is therefore an ill-
posed inverse problem, which mathematically can be
expressed by a Fredholm integral equation [11]. Several
methods have been proposed to solve the IS problem [12].
Among them are the Marquardt–Levenberg search algo-
rithm [2], modified Tikhonov regularization [13], the
Monte-Carlo method [14], Fourier transformation along
with extrapolation and filtering [15], and fitting an
equivalent circuit to experimental results [16–18]. Some
of the equivalent circuit searches do that by applying
genetic algorithms [19–21].

The most widely used method to analyze ac impedance
data is by constructing an equivalent circuit containing
lumped and/or distributed elements that generate a similar
impedance spectrum to that of the measured experimental
data. It is sometimes possible to relate these values and
changes in them to specific parts of the system and interpret
the processes that occur within. In addition, it is also
possible to consider deconvoluting the data in an attempt to
explain the experimental results by examining each region
separately [22, 23].

The degree of inhomogeneity exhibited by a sample
under test (SUT) can be enormous. In principle, since IS is
an integral measurement in nature, its validity is enhanced
insomuch as the sample is homogeneous. Additional
difficulty arises from the possibility of frequency-dependant
current lines in the sample, especially at low frequencies
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[24]. Evidently, an equivalent circuit with a finite number
of electrical elements cannot be expected to describe all the
occurring phenomena in a SUT. In addition, it is well-
known that many different configurations of equivalent
circuits can provide exactly the same impedance data over
the whole range. Hence one of the dangers in equivalent
circuits is that we would be tempted to believe the over-
information they provide. Hence we prefer to search for the
best distribution of relaxation times (DRT), but the
following methods can be implemented for equivalent
circuits as well.

This article suggests a novel approach to solve the
impedance spectroscopy inverse problem based on evolu-
tionary programming methods. The two methods that are
discussed here are GA and GP (see below). GA can be
regarded as yet another fitting method. However, it is a very
useful method when the fitting task is to find a function that
its convolution would fit the experimental data, as
compared to fitting directly a known function to the data.
GP is a new concept in IS that does not fit a known
function (i.e., finds parameters) but rather finds new
functions. This is done on the expense of much longer
computer resources, and we recommend using it for new
materials and problems. GP is particularly useful in IS to
eliminate the limitations based on the preliminary choice of
one or very few models. It reduces the influence of the
subjective approach of the researcher, and keeps the chance
of finding new, perhaps odd or less predictable mathemat-
ical models. These features are most important in the
research of completely new objects and also for known
objects under the influence of extraordinary conditions.

1.2 Evolutionary programming

From the beginning of the 1980's, evolutionary-based
optimization algorithms, using mechanisms inspired by
biological evolution, were introduced [25, 26], and
implemented in large number of applications [27–29].
Today, two main evolutionary programming methods are
widely used: Genetic Algorithms (GA) and Genetic
Programming (GP). While Genetic Algorithms deal with
a fixed structure of a proposed model, evolving optimal
values of its numerical parameters, Genetic Programming
is a more general evolutionary computing approach with
no fixed structure, allowing the evolutions of both the
structure and the numerical parameters of a model. Both
approaches are typically implemented as computer pro-
grams in which a population of abstract representations
(chromosomes) of candidate solutions (individuals) to an
optimization problem evolves toward better solutions. The
evolution is usually initiated from a population of
completely random individuals, which evolve over gen-
erations. In each generation, the fitness of each individual

in the population is evaluated, multiple individuals are
selected from the current population (based on their
fitness), and are modified by evolutionary operators (for
example, mutation and crossover) to form a new popula-
tion. The new population is then used in the next iteration
of the algorithm. The main difference between GP and GA
is the search space of the solution; in contrast to the fixed
model structure used in a GA, GP evolves the structure of
the model using simple mathematical functions such as
sine, cosine, exponent and terminals as summation,
subtraction, multiplication and division, as well as its
numerical parameters. Despite the fact that GP is compu-
tationally intensive, the exponential growth of CPU power
in the last decades and various improvements in GP
technology enable its implementation in many fields of
science and engineering [27–31].

Here we present software developed to quantify the
noise of measured IS data and to find the most compact
models that fit the data well enough using GA and GP. The
first method facilitates robust parameter estimation for a
given model, while the second uses an adaptive GP
approach [32, 33] to create relatively non-complex models.
The latter is done by penalization for both the complexity
of the model and discrepancies between the experimental
data and the predictions of the model.

2 Experimental

Figure 1 schematically represents the devices in the IS
experiment, used in our laboratory. A sample is located
either in the furnace or in the cryostat, to allow temperature

Fig. 1 Schematic representation of the IS experiment
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control. In our laboratory, IS experiments were carried out
by employing two measurement instruments [34]: Lock-in
Amplifier for lower frequencies (SR 830, Stanford Re-
search Systems) and Precision Impedance Analyzer for
higher frequencies (Agilent 4294A).

3 Programming

3.1 Data validation using Kramers–Kronig transforms

The Kramers–Kronig relations (K–K) [35, 36], that are a
special form of Hilbert relations [37, 38], couple the real
and imaginary parts of the complex dielectric function. This
is a result of the causal nature of the response of materials
to external stimulus. For the experimental results to be
valid, four conditions must be fulfilled: (a) causality, (b)
linearity, (c) stability and (d) finite-valueness [39–41].

The K–K relations that transform the imaginary part of
an electrochemical system to the real part and vice versa are
written as:

Z''KKT wð Þ ¼ � 2w
p

� �Z1
0

Z'meas xð Þ � Z'meas wð Þ
x2 � w2

dx ð1Þ

Z'KKT wð Þ � Z'meas 1ð Þ ¼ 2

p

� �Z1
0

x � Z''meas xð Þ � w � Z''meas wð Þ
x2 � w2

dx

ð2Þ

Here, x denotes the frequency point as the integrand.
Equation 2 can be simplified, at least for dielectric materials
between metal electrodes, in the common cases where
Z'meas(∞) equals zero. The polarization resistance of the
sample can be directly estimated from the resistive part if
the measured bandwidth is large enough and asymptotic
behavior at low frequencies can be clearly observed. If the
asymptotic behavior of the resistive component does not
observed, the polarization resistance can be calculated
indirectly from the reactive component by employing Eq. 2
(again, for cases where Z'meas(∞) equals zero), at angular
frequency ω equals zero.

The typical IS experiment provides discrete experimental
data recorded at logarithmically-spaced frequency intervals,
consisting of resistive and reactive components. Conse-
quently, integration of Eqs. 1 and 2 can neither be carried
out analytically nor over the infinite frequency bandwidth.
The values of the apparent singular point at each calculation
step in Eqs. 1 and 2 can be calculated by employing
l’Hopital’s rule [42]. Average Error [40, 43] (AE) is
calculated and determines the validity of the measured
impedance data (see Appendix).

3.2 Stating the problem

The dielectric polarization in many materials cannot be
described by a single relaxation time (τD) but rather by a
distribution of relaxation times (DRT) G(τ):

Z wð Þ ¼ Rpol

Z1
0

G tð ÞK w; tð Þdt; ð3Þ

where τ represents the relaxation time and G(τ)dτ is the
fraction of relaxation processes between times τ and τ + dτ.
As explained above, Rpol can either be calculated using the
K–K relation or by an asymptotic extension of the resistive
impedance component. In addition, G(τ) has to satisfy the
normalization condition:Z1
0

G tð Þdt ¼ 1: ð4Þ

K(ω, τ) is a kernel function that in principle is known
from theory, taken here as the Debye kernel:

K w; tð Þ ¼ 1

1þ jwt
� ð5Þ

It is convenient to represent the DRT function in logarith-
mic space, with appropriate changes in the integration limits:

Z wð Þ ¼ Rpol

Z1
�1

Γ log tð Þ
1þ jwt

d log tð Þ� ð6Þ

where the distribution satisfies the condition:
R1
0
G tð Þdt ¼R1

�1
Γ log tð Þd log tð Þ ¼ 1.

Our problem is to find “the best” distribution function.

3.3 Genetic algorithm

In genetic algorithm IS analysis (IS-GA), the user selects a
model, while the program optimizes all of its parameters. To
be valid, the DRT function must be: (a) continuous, (b) real,
(c) non-negative and (d) finite at the margins. These
constraints still allow a great number of models, as indicated
by the large variety of those suggested previously [7, 14, 27,
44, 45]. Wagner was the first to propose models of a
Gaussian distribution function of the following form [14]:

Γ log tð Þ ¼ r

s
ffiffiffiffiffi
2p

p exp

� log t�log t0ð Þ2
2 s2

� �
ð7Þ

where τ0 represents the central position of the time
constant, σ is a standard deviation of the distribution and
ρ is a weight parameter for cases where more than a single
Gaussian is present. The Gaussian distribution function
provides a good fit to the response of materials with dipole–
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dipole interactions. Hence, Eq. 6, describing the impedance
complex function, was combined with Eq. 7 as the
objective function and implemented in IS-GA. However,
it is impossible to calculate the impedance integral between
minus and plus infinity due to the fact that measurement
instruments have limited frequency bandwidth. Moreover,
in many experiments the presence of more than one peak
can be observed. In such cases, superposition of Gaussian
models as relaxation-time distribution functions could be
applied. Hence, the general form of the impedance
functions in our IS-GA code was:

Z wð Þ ¼ Rpol

Zmax log tð Þ

min log tð Þ

Pn
i¼1

ri
s i

ffiffiffiffiffi
2 p

p exp � log t�log t0ið Þ2
2s2

i

� �
1þ jwt

d log tð Þ

ð8Þ
There are three numerical parameters in each Gaussian

term in the model that have to be evaluated: magnitude,
standard deviation and peak or time constant position. This
definite integral can be obtained using numerical integra-
tion; Simpson's rule was implemented in the IS-GA code.

3.3.1 Fitness function as implemented in the IS-GA

A fitness function is a particular type of objective function
that quantifies the optimality of a solution in a GA, enabling
competing chromosomes to be ranked. Optimal chromo-
somes, or at least chromosomes which are more optimal, are
allowed to breed and mix their datasets by one or more
techniques, producing a new generation that will (hopefully)
be even better. The objective function of the IS-GA is based
on the prediction resulted from the DRT function, computed
for each individual solution in the population. Modified
Complex Non-Linear Least Squares [46] (m-CNLS) ana-
lyzes the fitness between the suggested model and the
experimental data. Here we have introduced a weighting
parameter, 0≤�≤2, which can be either a constant chosen
by the user or a free parameter. It defines to what extent the
deviations will be considered relative to the measurements.
For instance, when � is 0 the summation is of the square of
the deviations whereas when � is 2 the summation is of the
square of the relative deviations. Our recommendation here
is that the user would get some experience with the specific
system and then decide for a constant value that will be set
for � in all the analyses of that system.

m� CNLS ¼ b

Z
0 0
calc wð Þj jh i2�f �

P Z
0 0
calc wð Þ�Z

0 0
meas wð Þð Þ2

Z
0 0
calc wð Þj jð Þf þ

þ 1�b

Z
0
calc wð Þj jh i2�f �

P Z
0
calc wð Þ�Z

0
meas wð Þð Þ2

Z
0
calc wð Þj jð Þf

ð9Þ

Here, Z'calc and Z"calc are the resistive and reactive
components of the impedance computed for each model,
Z'meas and Z"meas are the resistive and reactive components
of the impedance for the experimental data set, and b is a
weighting factor. Ideally, for data that perfectly obey the
KK transforms, one can settle for checking the fitness of
either the imaginary or the real part only (b=1 or b=0
respectively). In reality, one should check the fitness of
both parts, i.e., choose a value in between those limiting
cases. The weighting factor, b, is defined in advance by the
user and is kept constant during the calculation.

To overcome potential difficulties when initializing the
population, the user determines an upper m-CNLS limit.
Only randomly-generated individuals with lower m-CNLS
values are included in the initial population. In the IS-GA,
random number sets are created by Matlab® engine as
model parameters.

Each measured point is the result of the averaging of a
number of sinusoidal signal cycles at steady state. At low
frequencies, the number of such cycles is particularly low
and, consequently, the experimental data are noisier. In
order to alleviate this problem, the m-CNLS criterion is
multiplied by a filter:

filter ¼ 1þ exp
�5 logw� logw0ð Þ
logw1 � logw0

� ��1

; w1 > w0 ð10Þ

Here the following constants have to be defined by the
user: log(ω0) corresponds to the frequency where the filter
equals 0.5, and log(ω1) signifies the frequency where the
filter is almost 0.99, and hence is a measure of the slope or
width of the filter.

3.4 Genetic programming

To create new DRT functions, IS-GP uses simple mathe-
matical functions and terminals as listed below:

Mathematical functions: Exp(x); Sqrt(x); Log10(x);
Exp(−x2); Sinh(x); Sin(x);
Cos(x); 1/(1±x); and Cosh(x).

Terminals: summation (+); subtraction (−);
multiplication (*); division (/); square (^2);
and power (^).

An initial population of models is generated randomly
using the mathematical functions and terminals mentioned
above, with preset probabilities of occurrences. In addition
to the two genetic operations that are used in the IS-GA
procedure (crossover and mutation), two additional oper-
ations are implemented to reproduce new offsprings in IS-
GP. The concept of permutation expresses the idea that
distinguishable objects may be arranged in various different
orders. Hence, permutation is a genetic operation used to
rearrange the parent genetic data that are contained in a
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chromosome. Another evolutionary GP operation (muta-
tion) that does not exist in GA is the replacement of any
part of the suggested model structure by a constant. The
user defines the probability of appearance of these
operations before the computation begins.

In contrast to the genetic algorithm that manipulates only
the numerical values of the model parameters, the GP code
tackles the problem of IS by selection of the DRT model
and its complexity and determination of its parameters
automatically. Here, the IS-GP code evolves the DRT
function, by putting together the simple mathematical
functions and terminals that were listed above. Rpol is
included in the DRT function and is fitted together with it.
The DRT function has to satisfy the conditions listed
previously over the entire frequency bandwidth just by
combining all mathematical functions and terminals. Be-
cause the typical impedance experiment provides data over
a finite frequency range; the optimization algorithms fit it
only in a specific region. Hence, if GP is treated without
caution, it can generate models that fit the experimental
range quite nicely, but are most probably not physical. To
demonstrate this, we have generated synthetic data using
again Eq. 8 with parameters that are listed in Table 1.
Running GP without limitations yielded a DRT function
shown by the solid line in Fig. 2. Note that IS-GP fits the
synthetic impedance data and not the DRT functions
directly. The synthetic DRT (shown by points in Fig. 2)
and the function generated by IS-GP are remarkably

similar. However, it can be clearly observed from Fig. 3
that the extrapolated DRT function in this case has negative
values and is discontinuous. We therefore seek to create
physically-possible models of the DRT function using
extrapolated frequency bandwidth, and modified the IS-
GP accordingly. In the IS-GP code, the DRT function is
created and the conditions are tested in the range between
10−20 Hz as the lower frequency limit and 1020 Hz as the
higher frequency limit. Those limits can definitely be
considered as practically “infinite”, since 10−20 Hz has
period which, according to our present knowledge, is
much more than the age of the universe, while 1020 Hz is
in the gamma rays region. This feasibility test is applied to
each solution proposed by the IS-GP algorithm, and
infeasible solutions are eliminated. The GP then evolves
the models by applying all the genetic operators described
previously.

Each approved model is combined with parameters and
then sent to the optimizer. The idea is to add the degrees of
freedom to an optional model structure [32]. An example of
this concept is shown schematically by Fig. 4. The method

Fig. 2 DRT function fitted by genetic programming in the given finite
frequency range

Fig. 3 The same DRT function as in Fig. 2, extrapolated to log
τ→±10

Table 1 Gaussian model parameters that were used to create synthetic
data sets according to Eq. 8 with addition of about 3% noise.

ρi σi log10(τ0i) Rpol

0.6 0.7 −0.5 10
0.4 0.3 −2.5

Fig. 4 Schematic representation of adding the degrees of freedom to
the given model
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is based on the ability of the algorithm to identify the tree
structure of the suggested model. The figure shows an
example of a proposed model (left) and the function that is
sent accordingly to the optimizer (right). Here, a1, a2, a3 and
a4 can be either positive or negative constants. For each
model in the solution population, the algorithm carries out a
nonlinear least-squares fit to determine the values of the
model parameters that minimize the prediction error. The
approach described by Grosman and Lewin [33] was used.
An additional feature of the IS-GP algorithm is that the
objective function of the optimization process also takes into
consideration the DRT's first derivative. This strategy
reduces further the possibility of creating unfeasible models.

The fitness function is certainly one of the most important
components in GP calculations. A fitness function quantifies
the optimality of a solution (chromosome) in GP and ranks it
against all the other chromosomes. To do so, this function is

designed to trade-off between the complexity and the fitness
of the particular model. To avoid over-fitting, the fitness of a
model is determined by considering two independent
experimental data sets. The first data set is used by the
algorithm for fitting, i.e., to determine the model's parame-
ters. The fitness of the model as compared to this data set is
called the modeling fitness, fM. Then a second fitness that
reflects the difference between the model and the second
experimental data set is calculated. This fitness parameter is
called the prediction fitness, fP. Both the modeling and the
prediction fitness parameters vary from zero (for no fitness)
to one (for perfect fitness). The actual fitness, f, is based on
penalty for complexity of the model and a weighted sum of
fM and fP:

f ¼ a � fM þ 1� að Þ � fP
1þ el nc� Mc�bð Þð Þ ð11Þ

In Eq. 11, α is the fraction of the fitness value calculated
on the basis of the modeling fitness, and the denominator is
a sigmoid shaped adaptive function that allows the
penalization of over-complex models. The shape of this
sigmoid is controlled by its parameters: λ being a constant
that determines the slope of the complexity constraint
sigmoid; nc is the complexity of the inspected model, which
is equal to the number of its branches; Mc is the best model
complexity of the previous generation; and β is a constant
responsible of the ability of the algorithm to accept
solutions of greater complexity than Mc. More details are
given in Grosman and Lewin [33].

Fig. 5 Voigt equivalent circuit provides the K–K transformable
impedance data

Fig. 6 K–K transformed imped-
ance spectra created with 0.1 log
(f/Hz) intervals: (a) the imped-
ance imaginary part vs. loga-
rithmic angular frequency, (b)
the impedance real part vs.
logarithmic angular frequency,
(c) the Cole–Cole diagram
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When two different models fit the data similarly well,
the simplest model is preferred, since the sigmoid will
reduce the effective fitness of the more complex one. As
was mentioned earlier, our goal is to characterize the SUT
by fitting the model that contains as small number of free
parameters as possible, while providing good fit. IS-GP has
the potential to create composite nonlinear models. How-
ever, the main goal is that IS-GP enables to evolve complex
but not over-fitted models. This goal is attained by correctly
choosing the constants λ and β in order to penalize some
complicated solutions and to encourage simple ones, as
well as by reducing the value of α in Eq. 11, as this will
reduce the fitness of over-trained models.

The model complexity calculation takes into account the
mathematical functions and terminals that appear in the
optimized model and do not include all the model
constants. All mathematical functions and the power
terminals contribute unity to the overall complexity
calculation, while all the other terminals contribute two.
For example, the complexity of the model presented in
Fig. 4 (right hand side) is 10. A discrepancy-complexity
chart [47] that represents a merit function (based on the
fitness of a suggested model) versus the model complexity
is displayed in addition to the regular Cole–Cole and other
plots. The best models are those that reside in the vicinity
of the knee in this chart, i.e., have low discrepancy and low
complexity.

4 Results

The developed software was tested (a) on synthetic
impedance data sets that were produced to test the
sensitivity of the proposed technique and to estimate
convergence times; and (b) on experimental impedance
data obtained from measurements that were done on a
dielectric sample of BaTiO3 doped with Niobium [48].

4.1 Synthetic data case studies

A logarithmically-distributed set of frequencies spread over
several decades of magnitude was created with the intervals

as in a typical impedance experiment. The DRT function of
Eq. 7 as well as the Voigt model [46] were used along with
Eq. 6 to produce resistive and reactive components of the
impedance data, initially without noise and subsequently,
with up to 5% randomly distributed noise. Later, two
logarithmic-distributed frequency sets of the impedance
were produced using MathCAD® software and Eq. 8.
Differences between these data sets are in random normally
distributed noise, which was added to the impedance signal.
The parameters of this last model are listed in Table 1.

4.1.1 Kramers–Kronig transforms results

The Voigt model supplies transformable impedance data;
therefore, it was employed to estimate the accuracy of the
algorithm to compute the K–K relations. Figure 5 illustrates
the Voigt equivalent circuit that was used to produce the
impedance data. The data were created in the typical
frequency bandwidth as it is supplied by the IS experiment
with 10 and 20 equally spaced intervals per decade. At this
stage, noise was not added to the data and the numerical
accuracy of the computation algorithm was tested. The
results of the original data and its K–K transform are
presented in Fig. 6. This case study tests the accuracy of the
Real-to-Imaginary, the Imaginary-to-Real and the polariza-
tion resistance computations. The errors result primarily
from the numerical integration scheme as well as round-off
errors, and were quantified by applying AE. The average
errors of the transforms are listed in Table 2. Figure 6
shows that the K–K relations software can provide the
complimentary impedance data well.

4.1.2 IS-GA case study results

The IS-GA was implemented with the parameters that are
listed in Table 3. Search limits for the model parameters,
that is, three model parameters of each Gaussian and one of
the m-CNLS parameters (φ, see Eq. 9) when it is not a
constant predetermined by the user, should be set. The
search limits for the relaxation time positions (τ0i) can be

Table 2 Average errors of the K–K transforms computation.

Transformation AE value [%]
with intervals
0.1 [log(f/Hz)]

AE value [%]
with intervals
0.05 [log(f/Hz)]

Real-to-imaginary 0.1869 0.0361
Imaginary-to-real 0.4202 0.0675
Polarization resistance 0.8929 0.1689

Table 3 Values of the IS-GA constants and parameters used to fit the
synthetic data.

Parameter Value

Number of the algorithm implementations 3
Population size 100
Number of generations per implementation 50
Probability of mutation 0.05
Initial score limit 50
Weighting factor (b, Eq. 9) 0.8
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selected in one of two ways. The first alternative is to
determine them directly through observation of the imag-
inary component of the impedance versus logarithmic
scaled frequency. This case is practical only in situations
when the peaks of the relaxation times are sufficiently
distinct and, hence, the relaxation time boundaries of each
Gaussian can be approximately determined. The second
alternative determines the whole range of frequencies as the
boundaries of each Gaussian.

The results of the fitting process of the data set including
3% normally distributed noise are presented in Fig. 7,
where the dotted lines show the synthetic data and the
continuous line represents the fitted model. Tables 4 and 5
list the fitted model parameters and the deviations between
the genuine and calculated values after 50 generations. The
convergence improvement during the generations is pre-
sented in Fig. 8. The m-CNLS criterion decreases by about
four orders of magnitude and can decrease more. One can
clearly observe in Fig. 8 that even after 50 generations the
convergence criterion still descends steadily.

The case study demonstrates the ability of IS-GA to fit
the synthetic data with normally distributed random noise
that pass the K–K transforms adequately. The advantage of

the algorithm is that the user does not require setting close
enough boundary values of the parameters because the GA
chooses them by itself. The algorithm requires little time to
converge (seconds or minutes) and the convergence is very
significant.

4.1.3 IS-GP case study results

The next step of the evolutionary programming implemen-
tation was to test the IS-GP code on synthetic data with
noise. Values of the IS-GP parameters that need to be defined
before the implementation of the algorithm are listed in
Table 6; note that these values were kept constant. In GP,
the population size is generally selected to be significantly
lower than that selected for a GA. The reason is that the GP
computation time is drastically longer than GA's because of
the large number of mathematical operations.

Fig. 7 Calculated by the IS-GA
and measured impedance spec-
tra of the synthetic data set with
3% noise: (a) the impedance
imaginary part vs. logarithmic
angular frequency, (b) the im-
pedance real part vs. logarithmic
angular frequency, (c) the Cole–
Cole diagram

Table 4 Values of the IS-GA fitted parameters of the synthetic data
(Eq. 8, genuine data from Table 1 with 3% random noise).

ρi σi log10(τ0i) � Rpol m-CNLS

0.6608 0.7133 −0.5345 0.0933 9.8337 0.0173
0.4171 0.2660 −2.5221

Table 5 IS-GA case study: deviation between the genuine and
calculated values of the model parameters.

Parameter Error [%]

ρ1 10.13
σ1 1.90
log10(τ01) 6.90
Rpol 1.66
ρ2 4.20
σ2 11.33
log10(τ02) 0.88
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The best model generated by the IS-GP algorithm is
presented in Eq. 12 and is shown in Fig. 9:

Γ xð Þ ¼ �5:33 � exp� 2:5 þ x
0:422ð Þ2 � 3:44 � exp� 0:5 þ x

0:986ð Þ2 ð12Þ

where x=log10(τ). The figure shows the behavior of the
proposed distribution of relaxation time function at the
specified discrete data points. The solid line in Fig. 9 shows
the extrapolated function to plus and minus “infinity”.
Function extrapolation shows the asymptotic behavior of
the suggested DRT model: vanishing at extreme limits of
frequency, positive at all relaxation times, real and
continuous. Figure 10 shows the impedance that is
calculated by the integration of Eq. 6 and the proposed
DRT function (solid line) along with the two sets of data
that have been used. The first data set that was used to
determine the model's parameters and the modeling fitness,
fM, and the second data set that was used for validation and
to determine the prediction fitness, fP. Each of these sets
contains 3% of randomly added noise. Eq. 12 can be
expressed according to Eq. 8. In this form, the model
parameters are presented in Table 7 along with the
deviation between the actual parameter values (Table 1)
and those computed by the IS-GP. Herein, r*i indicates the
height of the Gaussian (ρi) multiplied by the polarization
resistance, Rpol. It can be seen from the real part plot of
Fig. 10 that the polarization resistance, where the frequency
approaches zero, equals ten.

The merit function estimates the fitness, or discrepancy
between the data and the fitted model for a particular
selection of the parameters, on a log scale. Figure 11
demonstrates the typical behavior of the GP code. The GP
model generator chooses the first population, Fig. 11(a),
randomly. It leads to the creation of models with different
complexities and high discrepancy values. In the next step,
the GP code reduces the unnecessary complexity and
produces simpler but better-fitting models that are shown

in Fig. 11(b) for the 10th generation. In subsequent
generations, GP reproduces the models by adopting the
more suitable functions from the preceding generation and
improves its population fitness as can be seen from
Fig. 11(c–d) for generations 20 and 30 respectively. At
later generations, the distribution of the particular model
complexity is narrow as can be clearly observed in
Fig. 11(e–f) for generations 40 and 50 respectively. As in
the previous case, the best model is defined as the simplest,
adequately-fitted function and is marked by the cross in
Fig. 11(f).

4.2 Experimental case studies

Niobium-doped BaTiO3 samples were produced by two
different techniques and IS was employed to measure the
electrical behavior of the material at several temperatures
[48]. The first method results in a more uniform sample,
which is hereafter referred to as “Sample-U” while the
second method results in a core-shell sample, which is
referred to as “Sample-CS”.

Fig. 9 The DRT function fitted by IS-GP (Eq. 12)

Table 6 Internal values of the IS-GP parameters in Section 4.1.3.

Genetic programming parameters
Number of implementations 2
Number of generations 50
Population size 20
Crossover probability 0.3
Mutation probability 0.4
Permutation probability 0.3
Probability of a constant to mutate into an input 0.4
Fitness function parameters (Eq. 11)
λ 3
β 3
Initial population parameters
Maximum number of sub-trees 12
Probability to create a sub-tree 0.4

Fig. 8 Discrepancy-complexity plot for the IS-GA case study:
decreasing of the convergence criterion during evolution process of
the synthetic data
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4.2.1 Kramers–Kronig transforms results

As the first stage in the analysis of the experimental IS data,
the Kramers–Kronig validation test was employed. The
data were measured in five different temperatures between
275°C and 375°C with intervals of 25°C. Figure 12 shows
the results of the K–K transforms, where the data are
presented by dotted lines and their K–K transforms by solid
lines. It can be seen that the data measured at 275°C do not
exhibit a local maximum in the imaginary component,
which is a difficulty here. At all other temperatures, the
measured sets do have local maxima, but do not reduce to
zero at ω→0. Thus, the differences between the measured
data and their K–K transforms result from insufficient
measured frequency bandwidth and numerical computation
errors. The majority of discrepancy occurs at low frequen-

cies and can be explained by the long measured period. As
a result, the properties of the SUT can be changed during
the experiment, while the averaging is done over fewer
periods. For example, about 17 min are required to measure
the impedance at frequency 10−3 Hz. Furthermore, in such
long experiments, the environment can also affect the
experimental measurements. For example, the influence of
the contact quality between the electrodes and the sample
and fluctuations of temperature during the experiment, may
have influence on the results.

4.2.2 IS-GA case study results

This section presents the IS-GA fitting results of sample-CS
at various temperatures between 275°C and 375°C. Figure 13
demonstrate the matching of the measured and modeled
components of the data fitted by Eq. 8. The IS-GA was
carried out with the parameters listed in Table 8. A model
that is superposition of two Gaussian was employed as the
DRT function. The selection of the relaxation time bound-
aries was based on the imaginary impedance component in
order to reduce the search space and time.

Before the computation, an initial population is created
by defining the minimum and maximum limits of the
model. The boundary limits of the Gaussians’ height lie
between zero and four. The random number generator of

Fig. 10 Calculated and measured impedance spectra of the noisy
synthetic data sets. The first data set is used to determine the model's
parameters and the modeling fitness, fM. The second data set is used
for validation and to determine the prediction fitness, fP. (a) The

impedance imaginary part vs. logarithmic angular frequency. (b) The
impedance real part vs. logarithmic angular frequency. (c) The Cole–
Cole diagram

Table 7 Gaussian model parameters and their deviations between the
genuine and calculated values of the IS-GP fitted model derived from
Eq. 8.

r*i Error [%] σi Error [%] log10(τ0i) Error [%]

6.010 0.17 0.6970 0.43 −0.5 0
3.995 0.13 0.2988 0.4 −2.5 0

254 J Electroceram (2010) 24:245–260



Matlab® creates the initial population parameters. The
value of the standard deviation (σi) can be chosen within
the same boundaries. The definition of the relaxation time
boundaries is based on the imaginary impedance compo-
nent (first alternative). Table 9 summarizes the results of the
IS-GA implementations. It can be seen that the superposi-
tion of two Gaussian distribution functions can model the
experimental data of the BaTiO3 sample-CS well.

4.2.3 IS-GP case studies results

The previous section shows that the Gaussian distribution
function can model the experimental BaTiO3 data. Howev-
er, is it possible to find a more compact model with less
number of free parameters that can fit the data as good as
the Gaussian function does? The Sample-U set that was
measured at 325°C was chosen to be fitted by IS-GP. The
data that this sample produces look like a single, yet
distributed, process. The IS-GP was carried out with the
parameters that are listed in Table 10.

In this case study, the influence of the initial guess model
was examined by numerous implementations of the IS-GP
code with different initial models. To initiate the evolution-
ary algorithm, a feasible DRT model must be supplied by
the user. The Gaussian distribution function fulfills the
feasibility conditions and fits the experimental data ade-
quately. Therefore, it was used as the initial guess in the
first implementation of the code as shown in Fig. 14 by
model A. Later, a superposition of two Gaussians, model B,
was employed in order to examine the ability of the genetic

programming to reduce the complexity of the initial model.
(Other initial guesses, including even constant distribution,
where also tried, always with similar result). As illustrated
in Fig. 14, in both cases the IS-GP algorithm converged to
the same model containing an enlarged version of the
Gaussian (centered model in Fig. 14). The best-fitted GP
model is presented in Eq. 13:

Γ xð Þ ¼ 542 � 1; 135 � exp � 0:89þxð Þ2
� �� �4

 !2

ð13Þ

where x=logτ. More simplification, reduction and combi-
nation of this equation are advisable and it could be re-
written in the form of Eq. 7 as demonstrated in Eq. 14:

Γ xð Þ ¼ 4:377� 108 � 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2p 1=4

� �r � exp
� 0:89þxð Þ2

2� 1=4

� �2
0
B@

1
CA

ð14Þ

Figure 15(a) shows the fitted DRT model in the
experimentally measured points and the continuous line in
Fig. 15(b) represents the interval in which the integration
occurs. The same experimental data were fitted by the IS-
GA and the results of both fits are presented in Fig. 16. The
IS-GP and IS-GA fitted parameters and the discrepancies
between these two techniques are listed in Table 11. The m-
CNLS value was calculated by Eq. 9 with the following
parameters: φ=0.5493 and b=0.6. From Fig. 16 and

Fig. 11 The merit function vs.
complexity of all of the sug-
gested models: (a) 1st, (b) 10th,
(c) 20th, (d) 30th, (e) 40th and
(f) 50th generations
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Fig. 12 K–K calculated and
measured impedance spectra of
BaTiO3 Sample-CS at various
temperatures: the imaginary
part, the real part and the Cole–
Cole diagram
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Table 11 it can be seen that in both fitting methods the
parameters of the models are similar.

5 Conclusions

This work has introduced a new concept to analyze IS
results by employing evolutionary programming techni-
ques. The noteworthy potential of the IS-GA and IS-GP has
been demonstrated. The implementation of the IS-GP code
would appear to be particularly advantageous when the
analyses of new systems are called for, and in these cases
the significantly longer computation times are justified.
Subsequently, after the GP has identified appropriate
functional representations of prediction model, the IS-GA
can be harnessed to perform robust parameter identification
for similar systems. Additionally, this work has shown that
the GP can solve the IS inverse problem; by providing it a
library of alternative different kernel functions to be used to
seed appropriate model, and defining conditions and
constrains that need to be satisfied, the GP can be used as
a “universal” solver for other inverse problems.

Fig. 13 Calculated and measured impedance spectrum of BaTiO3

Sample-CS at various temperatures: the reactive impedance compo-
nent, the resistive impedance component and the Cole–Cole diagram

Table 8 The IS-GA constants and parameters used to fit the
experimental BaTiO3 sample-CS data.

Parameter Value

Number of the algorithm implementations 1–3
Population size 100
Number of generations per implementation 50–300
Probability of mutation 0.05
Initial score limit 10–100
Weighting factor (b, Eq. 9) 0.6–0.9

Table 9 The fitted model parameters of the BaTiO3 Sample-CS at
275–375°C.

T ρi σi log10(τ0i) Rpol � m-CNLS

275 0.7876 0.5184 −0.5898 5.5569×108 1.0563 0.0847
0.8585 0.0375 0.5553

300 0.1600 0.0918 −1.4570 2.7903×108 1.4207 0.0412
1.1101 1.0940 0.2497

325 0.2607 0.2506 −1.9776 8.0073×107 0.8105 0.0354
0.9581 0.9550 −0.4140

350 0.6968 0.3433 −2.4057 1.6716×107 0.2329 0.0259
0.9187 0.5985 −0.6591

375 0.9000 0.3750 −3.0144 3.4927×106 0.8784 0.1168
0.9999 0.8794 −0.9282

Table 10 The IS-GP parameters that remain fixed during calculation.

Genetic programming parameters
Number of implementations 2
Number of generations 40–50
Population size 15–20
Crossover probability 0.3
Mutation probability 0.4
Permutation probability 0.3
Probability of a constant to mutate into an input 0.4
Fitness function parameters (Eq. 11)
λ 3
β 3
Initial population parameters
Maximum number of sub-trees 12
Probability to create a sub-tree 0.4
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Fig. 14 Two different models
(A and B) used as the initial
guess in the IS-GP in two
different implementations and
the best-fitted model (in center)

Fig. 15 DRT model of BaTiO3

Sample-U at 325 °C tempera-
ture: (a) DRT function in the
measured frequency interval and
(b) extrapolated DRT function
as it is integrated in the IS-GP

Fig. 16 GA and GP calculated
and measured impedance spec-
trum of BaTiO3 Sample-U at
325°C temperature: (a) the re-
active and (b) the resistive im-
pedance components vs. angular
frequency in logarithmical scale,
(c) the Cole–Cole diagram

Table 11 The fitted model parameters of the BaTiO3 sample-U at 325°C.

Technique ρi σi log10(τ0i) Rpol m-CNLS

IS-GA 1.0688 0.2829 −0.8951 4.3770×108 0.0779
IS-GP 1.0000 0.2500 −0.8900 4.1406×108 0.1069
Deviation [%] 6.44 11.63 0.57 5.40
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Appendix: Calculations of average error

The finite frequency bandwidth of the experiment causes a
major difficulty to the implementation of K–K transforms
and produces an inherent inaccuracy in the calculation
algorithm. Additional inaccuracy of K–K transforms is
originated in numerical integration scheme. In order to
determine the validity of the measured impedance data,
Average Error (AE) was defined as follows:

AE ¼ 100 �
PN
i¼1

Zi
meas wð Þ � Zi

KKT wð Þ		 		
N � Zmeas;max

ð15Þ

where Zmeas and ZKKT are the values observed experimen-
tally and calculated by K–K transform. Zmeas,max is the
maximum value of the experimental relevant data set (real
or imaginary) and N is the total number of measured points.
Normalization of Eq. 15 by Zmeas,max enables the compar-
ison of the different data sets that can differ by orders of
magnitude.
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